

Mobile User


Pre-lecture brain teaser

Find the regular expressions for the following languages (if possible)
L Ly ={0"1"mn>0} 01"
dotn+ work ko Lo
2. L= {0"1" | n >0} (0 I )* = { €, 01,010, OID\D), .. !
= ¢, 00,00\, 0001),... ¥ “w" Now- Ragular
3 L=LUL . Reg v Nem- Pg. (x)
LaC b ¥ LU= by o= 0Ty

A4 Ly=Lnk v Lint, = Lyt S A) (2)
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Pre-lecture brain teaser

Find the regular expressions for the following languages (if possible)

1. Ly ={0m1"|m,n > 0}
2. L, ={0"1"| n >0}
3. I3=L1 ULy

4. la=L1NLy



Pre-lecture brain teaser

We have a language L = {0"1"|n > 0}
Prove that L is non-regular.
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Proving non-regularity: Methods

e Pumping lemma. We will not cover it but it is sometimes an
easier proof technique to apply, but not as general as the
fooling set technique.

e Closure properties. Use existing Tion-regula gular languages and
regular languages to prove that some new language is
non-regular.

e Fooling sets. Method of distinguishing suffixes. To prove that
L is non-regular find an infinite fooling set.
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Not all languages are regular
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Regular Languages, DFAs, NFAs

Theorem
Languages accepted by DFAs, NFAs, and regular expressions are

the same.

Question: |s every language a regular language? No.



Regular Languages, DFAs, NFAs

Theorem
Languages accepted by DFAs, NFAs, and regular expressions are

the same.

Question: |s every language a regular language? No.

e Each DFA M can be represented as a string over a finite
alphabet X by appropriate encoding

e Hence number of regular languages is countably infinite

e Number of languages is uncountably infinite

e Hence there must be a non-regular language!
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A Simple and Canonical Non-regular Language

L =1{0"1"| n> 0} = {¢01,0011,000111,--- , }
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A Simple and Canonical Non-regular Language

L ={0"1" | n > 0} = {¢,01,0011,000111,-- - , }

Theorem
L is not regular.
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A Simple and Canonical Non-regular Language

L ={0"1" | n > 0} = {¢,01,0011,000111,-- - , }

Theorem
L is not regular.

Question: Proof?



A Simple and Canonical Non-regular Language

L ={0"1" | n > 0} = {¢,01,0011,000111,-- - , }

Theorem
L is not regular.

Question: Proof?

Intuition: Any program to recognize L seems to require counting
number of zeros in input which cannot be done with fixed memory.
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A Simple and Canonical Non-regular Language

L ={0"1" | n > 0} = {¢,01,0011,000111,-- - , }

Theorem
L is not regular.

Question: Proof?

Intuition: Any program to recognize L seems to require counting
number of zeros in input which cannot be done with fixed memory.

How do we formalize intuition and come up with a formal proof?



Proof by contradiction

L= g 0M" Imzo
e Suppose L is regular. Then there is a DFA M such that
L(M) =4
o Let M =(Q,{0,1},4,s,A) where |Q] is finite.
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Proof by contradiction

L=¢€, 01, oon, 0001, ... }
e Suppose L is regular. Then there is a DFA M such that
L(M) = L.

o Let M =(Q,{0,1},4,s,A) where |Q| is finite.
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Proof by contradiction

e Suppose L is regular. Then there is a DFA M such that
L(M) = L.
o Let M =(Q,{0,1},4,s,A) where |Q| is finite.

0

start




Proof by Contradiction

e Suppose L is regular. Then there is a DFA M such that
L(M) = L.
o Let M =(Q,{0,1},9,s, A) where |Q| = n.



Proof by Contradiction

e Suppose L is regular. Then there is a DFA M such that
L(M) = L.
o Let M =(Q,{0,1},9,s,A) where |Q| = n.

Consider strings ¢€,0,00,000, - -- ,0” total of n+ 1 strings.
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Proof by Contradiction

e Suppose L is regular. Then there is a DFA M such that
L(M) = L.
o Let M = (Q,{0,1},5,s, A) where |Q| @

Consider strings ¢,0,00,000, - -- ,0" total of n+ 1 strings.
What states does M reach on the above strings? Let g; = 6*(s,0").

By pigeon hole principle gi = gj for some 0 < i < j < n.
That is, M is in the same state after reading 0’ and O/’ where i # j.

@%’O
r—
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Proof by Contradiction

e Suppose L is regular. Then there is a DFA M such that
L(M) = L.
o Let M =(Q,{0,1},9,s, A) where |Q| = n.

Consider strings ¢,0,00,000, - -- ,0" total of n+ 1 strings.
What states does M reach on the above strings? Let g; = §*(s,0").

By pigeon hole principle g; = g; for some 0 < i < j < n.
That is, M is in the same state after reading 0’ and O/ where i # j.

M should accept 0'17 but then it will also accept 0/17 where i # ;.



Proof by Contradiction

e Suppose L is regular. Then there is a DFA M such that
L(M) = L.
o Let M =(Q,{0,1},9,s, A) where |Q| = n.

Consider strings ¢, 0,00, 000, - - - ,0/” total of n+ 1 strings.
What states does M reach on the above strings? Let g; = §*(s,0").

By pigeon hole principle g; = g; for some 0 < i < j < n.
That is, M is in the same state after reading 0’ and O/ where i # j.

M should accept 0'17 but then it will also accept 0/17 where i # ;.

This contradicts the fact that M accepts L. Thus, there is no DFA

for L.
Z L s non- regular ] .
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When two states are equivalent?
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States that cannot be combined?

start

We concluded that because each 0 prefix has a unique state.
Are there states that aren’t unique?
Can states be combined?



Ly Pove L 4o e men- negilar !

T oshaw A a DFA M Z7 LW = Ly
f
finde 3 ¢ <tod2o
CQ,Z,9,5, A')
gm%‘[shsww-wt IQ\-‘—W!

T M ic at « PPFAN

shle”. 9,

b M ()%
Recal: Lg=z= (0+D* ()
-— [

———
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Equivalence between states

Definition
M= (Q,%,d,s,A): DFA.

Two states p,q € Q are equivalent if

for all strings w € ¥*, we have that
——

F(p@) €A = (g@) €A

4 and 45!

9’(44‘0) = &, €A ?v

— 6M(a3.0) = % cA
cwck i for a wes”

One can merge any two states that are
equivalent into a single state.

P g equindend

wW=0

10
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Distinguishing between states
50
Definition ()C
M= (Q,%,5,s,A): DFA. @D

Two states pyg.€ @ are distinguishable

if there exists a string w € ¥*, such
L1111 LA
that

(pw)€eA and  5(qw) ZA

or

—

o*(pw) ¢ A and (g, w) € A.

11
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Distinguishable prefixes

M= (Q,X,5,s,A): DFA nabla-

Idea: Every string w € L defines a state Vw = §*(s, w).

w
S —> VYW

Start stale

12
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Distinguishable prefixes

M= (Q,X,6,s,A): DFA

Idea: Every string w € ¥* defines a state Vw = 0*(s, w).
Definition

Two strings u, w € X* are distinguishable for M (or L(M)) if Vu
and Vw are distinguishable.

Definition (Direct restatement)
Two prefixes u, w € X" are

distinguishable for a language L if there
exists a string x, such that ux € L and
wx ¢ L (or ux ¢ L and wx € L).

wwes*g usol wW= “J
xelL g =10

wux = 0110 €L
WA= (110 €L

12


Mobile User


Distinguishable means different states

Lemma
L: regular language.

M=(Q,%,d,s,A): DFA for L.
If x,y € ¥* are distinguishable, then Vx # Vy. ( l)

Reminder: Vx = §*(s,x) € Q and Vy = §*(s,y) € Q

13
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Proof by a figure

Not possible

( Twind bt o)) PFA

14
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Distinguishable strings means different states: Proof

R1Y
Lemma
L: regular language.
M= (Q,X,d,s,A): DFA for L.
If x,y € ¥* are distinguishable, then Vx # Vy.

Proof.
Assume for the sake of contradiction that Vx = Vy.

ii5)
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Distinguishable strings means different states: Proof

Lemma
L: regular language.

M= (Q,X,d,s,A): DFA for L.
If x,y € ¥* are distinguishable, then Vx # Vy.

Proof.
Assume for the sake of contradiction that Vx = Vy.

By assumption 3w € ¥* such that Vxw € A and Vyw ¢ A.

ii5)



Distinguishable strings means different states: Proof

Lemma
L: regular language.

M= (Q,X,d,s,A): DFA for L.
If x,y € ¥* are distinguishable, then Vx # Vy.

Proof.
Assume for the sake of contradiction that Vx = Vy.

By assumption 3w € ¥* such that Vxw € A and Vyw ¢ A.

= A>3 Vxw = §*(s,xw) = 0*(Vx, w)

ii5)



Distinguishable strings means different states: Proof

Lemma
L: regular language.

M= (Q,X,d,s,A): DFA for L.
If x,y € ¥* are distinguishable, then Vx # Vy.

Proof.
Assume for the sake of contradiction that Vx = Vy.

By assumption 3w € ¥* such that Vxw € A and Vyw ¢ A.
= A>3 Vxw = §*(s,xw) = 6"(Vx,w)= §*(Vy, w)

ii5)



Distinguishable strings means different states: Proof

Lemma
L: regular language.

M= (Q,X,d,s,A): DFA for L.
If x,y € ¥* are distinguishable, then Vx # Vy.

Proof.
Assume for the sake of contradiction that Vx = Vy.

By assumption 3w € ¥* such that Vxw € A and Vyw ¢ A.

= A>3 Vxw = §*(s,xw) = 6"(Vx,w)= §*(Vy, w)
= 0"(s,yw) = Vyw ¢ A.

ii5)



Distinguishable strings means different states: Proof

Lemma
L: regular language.

M= (Q,X,d,s,A): DFA for L.
If x,y € ¥* are distinguishable, then Vx # Vy.

Proof.
Assume for the sake of contradiction that Vx = Vy.

By assumption 3w € ¥* such that Vxw € A and Vyw ¢ A.

= A>3 Vxw = §*(s,xw) = 6"(Vx,w)= §*(Vy, w)
= 0"(s,yw) = Vyw ¢ A.

= A> Vyw ¢ A. Impossible!

ii5)



Distinguishable strings means different states: Proof

Lemma
L: regular language.

M= (Q,X,d,s,A): DFA for L.
If x,y € ¥* are distinguishable, then Vx # Vy.

Proof.
Assume for the sake of contradiction that Vx = Vy.

By assumption 3w € ¥* such that Vxw € A and Vyw ¢ A.

= A>3 Vxw = §*(s,xw) = 6"(Vx,w)= §*(Vy, w)
= 0"(s,yw) = Vyw ¢ A.

= A> Vyw ¢ A. Impossible!
Assumption that Vx = Vy is false. O

ii5)



Review questions...

e Prove for any i # j then 0" and O/ are distinguishable for the
language {0"1" | n > 0}.

0 ad O ae Aishnguishaide .

We

)
0z e L b oz £ L 1#]
:l' }‘
.o \
> oi'el o £L

)

> o' ot 0 om Mv‘guislmb'(/\

16
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Review questions...

e Prove for any i # j then 0’ and O/ are distinguishable for the
language {0"1" | n > 0}.

o lLet L be a regular language, and let be strings

that are all pairwise distinguishable for L. Prove any DFA for
L must have at least k states.

16
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Review questions...

e Prove for any i # j then 0’ and O/ are distinguishable for the
language {0"1" | n > 0}.

o lLet L be a regular language, and let wy, ..., wg be strings
that are all pairwise distinguishable for L. Prove any DFA for
L must have at least k states.

e Prove that {0"1" | n > 0} is not regular.
83 wan) r‘r tondpds o, ot LT SD“ 1"\ mn2ol ke NJM.
> 3 aPFA M= (QF55A) |8 fiife

0 awd 0O ave d«s—hgm.cW-Fof L (\/)

. Di’,’ o %’(“’f"' i
) prefixe ) > |Qzw pLE ot
regdler

\ 16


Mobile User


Fooling sets: Proving non-regularity




Fooling Sets

Definition
For a language L over ¥ a set of strings F (could be infinite) is a

fooling set or distinguishing set for L if every two distinct strings
e s,
x,y € F are distinguishable.
L= $ois" | m3o8

. oo ‘ |
F = %_D]ILZD} s om M-f«m"'ﬂz(—u-ﬁ-vgsd'ﬁfl—_

17
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Fooling Sets

Definition
For a language L over ¥ a set of strings F (could be infinite) is a

fooling set or distinguishing set for L if every two distinct strings

x,y € F are distinguishable.

Example: F = {0’ | i > 0} is a fooling set for the language
L ={0"1" | n > 0}.

A e ‘
7(,_3- 0 l#_]

o't gL

17
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Fooling Sets

Definition
For a language L over ¥ a set of strings F (could be infinite) is a

fooling set or distinguishing set for L if every two distinct strings
x,y € F are distinguishable.

Example: F = {0’ | i > 0} is a fooling set for the language
L ={0"1" | n> 0}.

Theorem
Suppose E is a fooling set for L. If F is finite then there is no DFA

M that accepts L with less than |F| states.

17
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Recall

Already proved the following lemma:

Lemma
L: regular language.

M= (Q,X,d,s,A): DFA for L.
If x,y € ¥* are distinguishable, then Vx # Vy.
Reminder: Vx = §*(s, x).

18



Proof of theorem

RiY
Theorem (Reworded.)

L: A language
F: a fooling set for L.
If F is finite then any DFA M that accepts L has at least |F| states.

Proof.
Let F = {wi, ws, ..., wn) be the fooling set.

Let M =(Q,%,0,s,A) be any DFA that accepts L.

19
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Proof of theorem

Theorem (Reworded.)
L: A language

F: a fooling set for L.

If F is finite then any DFA M that accepts L has at least |F| states.

Proof.
Let F = {wi, ws, ..., wn) be the fooling set.

Let M =(Q,%,0,s,A) be any DFA that accepts L.
Let g = Vw; = (5*(5,X,').

19



Proof of theorem

Theorem (Reworded.)
L: A language

F: a fooling set for L.

If F is finite then any DFA M that accepts L has at least |F| states.

Proof.
Let F = {wi, ws, ..., wn) be the fooling set.

Let M =(Q,%,0,s,A) be any DFA that accepts L.

Let gi = Vw; = 0%(s, x;).

By lemma q; # q; for all i # j.

As such, |Q| > {q1, ..., am}| = {wa,...,wm}| = |A]. O

19



Infinite Fooling Sets

Corollary
If L has an infinite fooling set F then L is not regular.

Proof.
Let wi, wp, ... C F be an infinite sequence of strings such that

every pair of them are distinguishable.

Assume for contradiction that 3 M a DFA for L.

20



Infinite Fooling Sets

Corollary
If L has an infinite fooling set F then L is not regular.

Proof.
Let wi, wp, ... C F be an infinite sequence of strings such that

every pair of them are distinguishable.

Assume for contradiction that 3 M a DFA for L.
Let Fj = {w,...,w;}.

By theorem, # states of M > |F;| =i, for all .

As such, number of states in M is infinite.

20



Infinite Fooling Sets

Corollary
If L has an infinite fooling set F then L is not regular.

Proof.
Let wi, wp, ... C F be an infinite sequence of strings such that

every pair of them are distinguishable.

Assume for contradiction that 3 M a DFA for L.

Let Fj = {w,...,w;}.

By theorem, # states of M > |F;| =i, for all .

As such, number of states in M is infinite.

Contradiction: DFA = deterministic finite automata. But M not

finite. O

20
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Lie {0717 | n>0} F=i0"tizo§ Ol €L
Nen- regulax ! o1 e L2
to el
L, e {bitstrings with equal numbe‘r of‘Os and 1s} mt 10 £ Ly
(Licl)v F=§.ff"“"z°§
! €L
Ly o {OK1 | ktt} | i#y Zj :'. ¢:_ (Tm?)
Check f the Sawe
F o ovwks?
NYES NO

v

21
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L = {strings of properly matched open and closing parentheses}

R%M HM?

22
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L = {palindromes over the binary alphabet® = {0,1}}
A palindrome is a string that is equal to its reversal, e.g. 10001 or

0110. ‘
| .
F =5 ) | 1303 e
(0‘)] (\0)~| e L ol\o L
(Dl)‘3 UD).' ;’ L o\oll0 £ L
A = (10)‘

&l = @

23
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Closure properties: Proving
non-regularity
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Non-regularity via closure properties

H = {bitstrings with equal number of Os and 1s}

AP = J0k15|sesa0)

Suppose we have already shown that 4 is non-regular. Can we
show that [yis non-regular without using the fooling set argument

from scratch?
H : ven- feguler ([ Given)
no y (To pomet) A
BYOL: Accume H 16 Mg wew

I T aps!

¥ & n«»{oﬂﬂj ygﬂ.;\ (oﬂ;_) = ey
cNosure Under - "
. _ " (oNTRADICTION

. {
W (s non -ﬂlg
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Non-regularity via closure properties

H = {bitstrings with equal number of Os and 1s}
H' = {0k1k | k > 0}
Suppose we have already shown that L is non-regular. Can we

show that L is non-regular without using the fooling set argument
from scratch?

H = H N L(0*1%)

Claim: The above and the fact that L’ is non-regular implies L is
non-regular. Why?

kw,_ woverd Al e st s\hdﬂ.—y

24
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Non-regularity via closure properties

H = {bitstrings with equal number of Os and 1s}

H' = {0k1k | k > 0}

Suppose we have already shown that L is non-regular. Can we
show that L is non-regular without using the fooling set argument
from scratch?

H = H N L(0*1%)

Claim: The above and the fact that L’ is non-regular implies L is
non-regular. Why?

Suppose H is regular. Then since L(0*1*) is regular, and regular
languages are closed under intersection, H' also would be regular.
But we know H’ is not regular, a contradiction. 2



Non-regularity via closure properties

By fel, 00, 10F, (o+0)% o7i7, ..

General recipe: t y
N
Gow Apply
REGULAR closure Lnon—regular
properties _t
knevm
./

unknown Lo

25
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L = { okl s,
Non- Reg!
Li=$01* [ Rz0}: mon-ng.

L,=’ L- l/f&g

J X e
mon-neg - \ ™

V\Mﬁﬁg.

26
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Careful with closure!

L' = {0k1% | k > 0}
Complement of L (L) is also not regular.
But LU L = (0 + 1)* which is regular.

In general, always use closure in forward direction,i.e., L and L’ are
regular, therefore L OP L' is regular.

In particular, regular languages are not closed under
subset/superset relations.

27
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Proving non-regularity: Summary

e Method of distinguishing suffixes. To prove that L is
non-regular find an infinite fooling set.

e Closure properties. Use existing non-regular languages and
regular languages to prove that some new language is
non-regular.

e Pumping lemma. We did not cover it but it is sometimes an

easier proof technique to apply, but not as general as the

fooling set technique.

28


Mobile User


	Not all languages are regular
	When two states are equivalent?
	Fooling sets: Proving non-regularity
	Closure properties: Proving non-regularity

